Predict the trend of stock prices using machine learning techniques
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Abstract
According to growing importance of the stock market in economic conditions of each country and since, stock prices are the most important factors influencing investment decisions for selecting stock, predicting the trend of stock prices movement is an integral part of the investment. This paper presented to forecast the movement of stock prices Tejarat bank of Iran with considerable precision. Accordingly, to predict the trend of stock prices using machine learning techniques and economic indicators have been considered. About 18,000 different indicators are presented, both simple moving average (SMA), weighted moving average (WMA), relative strength indicator (RSI) and moving average convergence divergence (MACD) indicator those are widely used in the stock market of Iran, have been chosen. The output of those is input three classifier, support vector machines, random forests and k-nearest neighbour. The outputs of the three classifier will be compared with each other. The results in this paper show that, respectively, random forest classifier, support vector machine and the k-nearest neighbours have the best accuracy in categories.
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Introduction:
Due to a lot of unknown information on the trend of stock price movement, it is difficult to predict. There are two types of analysis which investors perform before investing in a stock, first is the fundamental analysis, In this, investors looks at intrinsic value of stocks, performance of the industry, economy, political climate etc. to decide whether to invest or not. On the other hand, technical analysis is the evaluation of stocks by means of studying statistics generated by market activity, such as past prices and volumes. Technical analysts do not attempt to measure a security’s intrinsic value but instead it, use stock charts to identify patterns and trends that may suggest how a stock will behave in the future, Patel and shah (2015).

In the beginning of the 21st century however, some economists indicated that future stock prices are at least partially predictable. Therefore a lot of prediction algorithms have been explored and showed that stock price behaviour can indeed be predicted, Malkiel (2003).

Theoretical basis of research:
Enke and Thawornwong (2005), Kim et al (2003) and Wang and Chan (2006) states that, since years, many techniques have been developed to predict stock trends. Initially classical regression methods were used to predict stock trends. Since stock data can be categorized as no stationary time series data, non-linear machine learning techniques have also been used. Artificial Neural Networks (ANN) and Support Vector Machine (SVM) are two machine learning algorithms which are most widely used for predicting stock and stock price index movement. Each algorithm has its own way to learn patterns. ANN emulates functioning of our brain to learn by creating network of neurons.

Donaldson and Kamstra (1996), Refenes et al (1994) and Yoon et al (1993) states that, recent studies in the aforementioned area focus on the use of machine learning techniques, such as neural networks and decision trees, to build a prediction model for stock returns prediction. Among these studies, the neural networks technique has experienced the most consideration. Related works have shown that neural networks outperform many other statistical based techniques such as regression and discriminated analysis.

Research Background
Ou et al In 2010 for first time 4 machine learning technics, support vector machine, logistic regression, neural network and k nearest neighbours (KNN) used for predicate stock price.

Tsai et al, in the machine learning and pattern recognition classifier combination shows better performance than the single individual categories. Tsai in 2011 investigated the prediction performance that utilizes the classifier ensembles method to analyse stock returns. The hybrid methods of majority voting and bagging were considered. Moreover, performance using two types of classifier ensembles was compared with those using single baseline classifiers (i.e. neural networks, decision trees and logistic regression). The results indicated that multiple classifiers outperform single classifiers in terms of prediction accuracy and returns on investment.
In the Hafezia et al article, a new intelligent model in a multi-agent framework called bat-neural network multi-agent system (BNNMAS) to predict stock price. The model performs in a four layer multi-agent framework to predict eight years of DAX stock price in quarterly periods. The results show that BNNMAS significantly performs accurate and reliable.

Amin et al, have a one of study about prediction of stock index Tehran used neural network and genetic algorithm neural network that get input from nine indicator and finally showed that the model use hybrid of two algorithm neural network and genetic algorithm neural network has efficiently currency.

This paper aims to predict trends Iranian Tejarat bank stocks with high accuracy using useful indicators that have been consistent with the market index that results from them as input to the three classifiers support vector machines, random forests and k-nearest neighbours data and the output of the three algorithms to select the best predictor is compared.

**Research methodology**

*The population, sample and sampling*

Ten years of data of total stock price indices Tejarat bank of Iran from 2002 to 2012 is used in this study. All the data is obtained from http://www.tsetmc.com/ website. Close price of each day our entire data set.

This study uses 20% of the entire data as the parameter selection data. This data is used to determine design parameters of predictor models. Parameter selection data set is constructed by taking equal proportion of data from each of the ten years. The proportion of percentage wise increase and decrease cases in each year is also maintained. This sampling method enables parameter setting data set to be better representative of the entire data set. This parameter selection data is further divided into training and hold-out set. Each of the set consists of 10% of the entire data.

**Research tools**

Optimum parameters for predictor models are obtained by means of experiments on parameter selection data. Then, to compare the performance and accuracy the optimum parameters send to support vector machines, random forests and k-nearest neighbours. There are some technical indicators through which one can predict the future movement of stocks.

Four technical indicators calculated based on the formula as discussed in the Table 1 are given as inputs to predictor models. The values of all technical indicators are normalized in the range between [-1, +1].

**Technical indicator**

First two technical indicators are moving averages. The moving average (MA) is simple technical analysis tool that smooth out price data by creating a constantly updated average price. Because of high accepted yield moving average indicators for two of these indicators were used in this project. Moving...
average are simple technical analysis tools that create a graph of the average of consecutive price data of a pattern to answer investor. In this paper, to predict the short-term moving average ten-day simple moving average and exponential moving average is used.

As a general guideline, if the price is above the moving average then the trend is up. If the price is below a moving average the trend is down.

If current price is above the moving average values then the trend is ‘up’ and represented as ‘+1’, and if current price is below the moving average values then the trend is ‘down’ and represented as ‘-1’ [1].

RSI is generally used for identifying the overbought and oversold points. It ranges between 0 and 100. If the value of RSI exceeds 70 level, it means that the stock is overbought, so, it may go down in near future (indicating opinion ‘-1’) and if the value of RSI goes below 30 level, it means that the stock is oversold, so, it may go up in near future (indicating opinion ‘+1’) [1].

MACD follows the trend of the stock, i.e. if MACD goes up then stock price also goes up and vice-versa. So, if the value of MACD at time ‘t’ is greater than the value at time ‘t-1’, opinion on trend is ‘up’ and represented as ‘+1’ and if the value of MACD at time ‘t’ is less than value at time ‘t-1’, opinion on trend is ‘down’ and represented as ‘-1’ [1].

Table 2 shows summary statistics for the selected indicators. In this paper, we use Metastock software for technical analysis.

**Table 1: Selected technical indicators & their formulas**

<table>
<thead>
<tr>
<th>Name</th>
<th>Formulas</th>
</tr>
</thead>
<tbody>
<tr>
<td>SMA</td>
<td>[ \frac{c_1 + c_2 + \ldots + c_n}{n} ]</td>
</tr>
<tr>
<td>WMA</td>
<td>[ \frac{c_1 + 2c_2 + \ldots + n\cdot c_n}{1 + 2 + \ldots + n} ]</td>
</tr>
<tr>
<td>RSI</td>
<td>100 \times \frac{100}{1 + (\frac{\sum_{i=1}^{n} c_i}{\sum_{i=1}^{n} dw_i})}</td>
</tr>
<tr>
<td>MACD</td>
<td>[ -MACD(n)<em>{t-1}MACD(n)</em>{t-1} + \frac{2}{n+1} \times (DIFF_t) ]</td>
</tr>
</tbody>
</table>
Table 2: shows summary statistics for the selected indicators

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Max</th>
<th>Min</th>
<th>Mean</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>SMA</td>
<td>6217.37</td>
<td>935.38</td>
<td>3789.68</td>
<td>1047.47</td>
</tr>
<tr>
<td>WMA</td>
<td>6214.38</td>
<td>940.35</td>
<td>3789.69</td>
<td>1051.11</td>
</tr>
<tr>
<td>RSI</td>
<td>100.00</td>
<td>1.42</td>
<td>56.40</td>
<td>46.28</td>
</tr>
<tr>
<td>MACD</td>
<td>277.17</td>
<td>-357.33</td>
<td>13.52</td>
<td>-13.39</td>
</tr>
</tbody>
</table>

**Machine Learning Algorithms**

**Support Vector Machines**

The support vector machines (SVMs) were proposed by Vapnik in 1999. There are two main categories for support vector machines: support vector classification (SVC) and support vector regression (SVR). SVM is a learning system using a high dimensional feature space. Khemchandani and Chandra stated that in SVM, points are classified by means of assigning them to one of two disjoint half spaces, either in the pattern space or in a higher-dimensional feature space. Khemchandani et al (2009). The main objective of support vector machine is to identify maximum margin hyper plane. The idea is that the margin of separation between positive and negative examples is, Xu et al (2009).

It finds maximum margin hyper plane as the final decision boundary. Assume that \( x_i \in \mathbb{R}^d; i = 1; 2; \ldots; N \) forms a set of input vectors with corresponding class labels \( y_i \in \{+1, -1\}; i = 1; 2; \ldots; N \). SVM can map the input vectors \( x_i \in \mathbb{R}^d \) into a high dimensional feature space \( \mathcal{H} \). A kernel function \( k(\cdot, \cdot) \) performs the mapping. The resulting decision boundary is defined in equation 1.

\[
f(x) = \text{sgn} \left( \sum_{i=1}^{N} y_i a_i, k(x, x_i) + b \right)
\]  

(1)

Quadratic programming problem shown in equation 2–4 is solved to get the values of \( a_i \).

Maximize:

\[
\sum_{i=1}^{N} a_i - \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} a_i a_j y_i y_j, k(x_i, x_j)
\]  

(2)

Subject to \( 0 \leq a_i \leq c \)

\[
\sum_{i=1}^{N} a_i y_i = 0 \quad i = 1, 2, \ldots, N
\]  

(3)

The trade-off between margin and misclassification error is controlled by the regularization parameter \( c \). The polynomial and radial basis kernel functions are used by us and they are shown in equation 5 and 6 respectively.

Polynomial Function: \( k(x_i, x_j) = (x_i x_j + 1)^d \)  

(5)

Radial Basis Function:
\[ k(x_i, x_j) = \exp(-\gamma \|x_i - x_j\|^2) \]  

(6)

Where \( d \) is the degree of polynomial function and \( \gamma \) is the constant of radial basis function.

**Random forest**

Decision tree learning is one of the most popular techniques for classification. Its classification accuracy is comparable with other classification methods, and it is very efficient. ID3 presented by Quinlan (1986), C4.5 presented by Quinlan (1993) and CART presented by Breiman et al (1984) are decision tree learning algorithms. Details can be found in article of Han et al (2006). Random forest belongs to the category of ensemble learning algorithms. It uses decision tree as the base learner of the ensemble.

The idea of ensemble learning is that a single classifier is not sufficient for determining class of test data. Reason being, based on sample data, classifier is not able to distinguish between noise and pattern. So it performs sampling with replacement such that given \( n \) trees to be learnt are based on these data set samples.

Also in our experiments, each tree is learnt using 3 features selected randomly. After creation of \( n \) trees, when testing data is used, the decision which majority of trees comes up with is considered as the final output. This also avoids problem of over-fitting. Our implementation of random forest algorithm is summarized in the Algorithm 1.

**Algorithm 1- Implementation of random forest**

| Input: training set D, number of trees in the ensemble \( k \) |
|-------------------|-------------------|
| **Output:** a composite model \( M^* \) |
| 1: for \( i = 1 \) to \( k \) do |
| 2: Create bootstrap sample \( D_i \) by sampling \( D \) with replacement. |
| 3: Select 3 features randomly. |
| 4: Use \( D_i \) and randomly selected three features to derive tree \( M_i \). |
| 5: end for |
| 6: return \( M^* \). |

Number of trees in the ensemble \( n \) is considered as the parameter of random forest. To determine it efficiently, it is varied from 10 to 200 with increment of 10 each time during the parameter setting experiments. For one stock, these settings of parameter yield a total of 20 treatments. The top three parameter values that resulted in the best average of training and holdout performances are selected as the top three random forest models for the comparison experiments.

**K-nearest neighbor**

The K-nearest neighbor (KNN) classification approach is an instant-based learning algorithm that uses the nearest distance in determining the category of new vector in the training data set. During the training stage, the feature space is divided into multiple regions and the training data points are mapped into these regions according to the similarity of their contents. The unlabeled input data points are categorized to a particular category by finding the closet or distance from input data point and that particular category.
The KNN approach needs only a small number of training data points and this has contributed to the simplicity of the KNN which makes it outperforms other classification approaches, Han et al (1999).

Figure 1 shows an example of a 5-NN classifier which consists of three categories \( \omega_1, \omega_2 \) and \( \omega_3 \). \( x_u \) is the new unlabeled input data point to be classified in the testing stage. The most commonly and widely used distance function for the KNN classifier is the Euclidean distance formula and it is used to calculate the distance between the new unlabeled data point and the training data points. The main step in the classification stage of the KNN is to measure the distance in order to identify the nearest neighbours of the new input data point, Han et al (1999).

![Figure (1) Feature space of a 3-dimensional 5-NN classifier](image)

According to figure 1, the value of parameter K is 5 and Euclidean distance formula has been used to calculate the distance between the training data points and the testing data point \( x_u \). Among the five nearest neighbours of \( x_u \), four are belong to category \( \omega_1 \) and another one belongs to category \( \omega_2 \). Hence, \( x_u \) is classified as category \( \omega_1 \) by the KNN classifier.

The main advantage of the KNN is that it can perform well in classification tasks with multi categorized data points. On the other hand, since the KNN uses the distance calculation in determining the category of new input data points, this has brought to a great disadvantage of the KNN when the size of training set is big, where the classification model will become computationally intensive. This problem has made the KNN demands for more memory and CPU usages and high time consumption, especially in the classification stage. Moreover, this problem has also led to the drastic decrease in accuracy when there exist irrelevant features or noises in the training dataset. As an instant-based learning approach, the KNN freezes the training process until it receives a new input data point to be classified. The KNN compiles the entire training data points again when there is a new input sample and it discards the immediate result.

To counter the major drawback of the KNN approach, this is high time consumption, several enhancement techniques such as bucketing algorithm and k-dimensional trees algorithm have been introduced to improve the performance of the conventional KNN, Osuna (2002).
In this study, experiments have been done with K values and the number of different categories, the purpose of experiments on comparison data set is to compare the prediction performance of these models for best parameter combinations reported during parameter setting experiments.

During this comparison experiment, each of the prediction models is learnt based on best parameters reported by parameter setting experiments. Figure 2 depicts the prediction process.

![Figure 2](image)

Figure (2) A schema of hole of prediction process

We've used MATLAB to execute learning machine techniques.

The Analysis of Data
We have used four economic indicator for first step of our analyzing data and three learning machine technics for second step of our analyzing data.

Research Findings
Accuracy and F-measure are used to evaluate the performance of proposed models. Computation of these evaluation measures requires estimating Precision and Recall which are evaluated from True Positive (TP), False Positive (FP), True Negative (TN) and False Negative (FN). These parameters are defined in Equations (10) – (13).

\[
\text{Precision}_{\text{positive}} = \frac{TP}{TP + FP} \tag{10}
\]

\[
\text{Precision}_{\text{negative}} = \frac{TP}{TP + FP} \tag{11}
\]

\[
\text{Recall}_{\text{positive}} = \frac{TP}{TP + FN} \tag{12}
\]

\[
\text{Recall}_{\text{negative}} = \frac{TP}{TN + FP} \tag{13}
\]

Accuracy and F-measure are estimated using Equations (14) and (15) respectively.

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \tag{14}
\]

\[
\text{F-measure} = \frac{2 \times \text{precision} \times \text{recall}}{\text{precision} + \text{recall}} \tag{15}
\]

The best parameter combinations are identified by means of experiments on parameter setting data set for each of the prediction models. These parameter combinations with corresponding accuracy and F-measure during parameter setting experiments are reported in tables 3-5.
Table 3-Best two parameter combinations (one for each type of kernel) of SVM model and their performance

<table>
<thead>
<tr>
<th>Kernel: Polynomial</th>
<th>Kernel: RBF</th>
</tr>
</thead>
<tbody>
<tr>
<td>c:100, degree: 1</td>
<td>c:0.5, gamma: 5</td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.8427</td>
</tr>
<tr>
<td>F-measure</td>
<td>0.8600</td>
</tr>
</tbody>
</table>

Table 4-Best three parameter combinations of random forest model and their performance

<table>
<thead>
<tr>
<th>N_trees</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>140</td>
<td>0.9148</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>0.9146</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>0.9099</td>
<td></td>
</tr>
<tr>
<td>Accuracy</td>
<td></td>
<td></td>
</tr>
<tr>
<td>F-measure</td>
<td>0.9186</td>
<td>0.9185</td>
</tr>
</tbody>
</table>

Table 5-Best three parameter combinations of KNN model and their performance

<table>
<thead>
<tr>
<th>K</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>0.8138</td>
<td></td>
</tr>
<tr>
<td>45</td>
<td>0.8059</td>
<td></td>
</tr>
<tr>
<td>70</td>
<td>0.8132</td>
<td></td>
</tr>
<tr>
<td>Accuracy</td>
<td></td>
<td></td>
</tr>
<tr>
<td>F-measure</td>
<td>0.8202</td>
<td>0.8135</td>
</tr>
</tbody>
</table>

Tables show that the best average accuracy and F-measure get from Random forest and so from SVN and finally from KNN. It’s because Random forest is an ensemble learning method for classification but SVM and KNN are single classifier. Random decision forests correct for decision trees’ habit of overfitting to their training set, Hastie et al (2009). It’s relatively robust to outliers and noise. It gives useful internal estimates of: error, strength, correlation and variable importance.

Conclusion:
Stock market data is an example of non-stationary data. At particular time there can be trends, cycles, random walks or combinations of the three. In this study, for the first time in the stock market of the four
economic indicators to predict the stock price is three machine learning algorithm was used an Iranian company.

Because this study was not similar to the stock market's been done, the results compared with similar those are foreign. In an article of Ballings et al (2015), classifiers single neural network, support vector machines, logistic regression and k-nearest neighbour classifiers, Random Forest, and kernel factory are compared, the result of research is that a better outcome compared to single classifier ensemble random forest classifier, and between ensemble classifier also have the best results. This result is consistent with the results obtained in our research.

In an article for the first time a work of ten economic indicators was used is. Technical indicators has been ten first economic input, then the output of the ten indicators support vector machine regression and finally exits to the three neural network algorithm, random forests and support vector machine regression is given. This is as a result of the proposed model compared to the case where the input data to classifiers of data is used, the better. This result is consistent with the results obtained in our research.

Practical suggestions:
Because the stock market is influenced by many factors, political, economic, rumours, etc. These factors will also be in the future to predict the trend of stock prices of various companies, especially in the Tejarat Bank of Iran.
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